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We study properties of a single-well fourth-order potential perturbed by a periodically modulated stable
noise. Periodic modulation of the stable noise asymmetry results in an occurrence of the dynamical hysteresis
which is the manifestation of the stochastic resonance in the system at hand. We show that the single-well
potential with time modulated stable driving is a minimalistic setup, allowing the occurrence of the stochastic
resonance �as measured by the hysteresis loop area�. Finally, we demonstrate that the observed stochastic
resonance is of the double type, i.e., the system efficiency measured by the hysteresis loop area depends in a
nonmonotonous way both on the scale parameter �noise intensity� and on the stability exponent characterizing
tails asymptotic of noise pulses.
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I. INTRODUCTION AND MOTIVATION

In the theory of dynamical systems noise serves as a stan-
dard description of the system’s interactions with the envi-
ronment. Noise mimics interactions which are unknown or
not fully known. In the simplest situations, it is assumed that
noise is white and Gaussian. The whiteness of noise means
that interactions have an independent character. Gaussianity
of noise appears as a consequence of bounded type of inter-
actions. In situations far from the equilibrium, due to strong
interactions with the surroundings, the Gaussianity of the
noisy term can be violated. However, interactions still can be
of the white type. Lévy stable noise, because of its heavy-tail
characteristics and infinite divisibility �1,2�, can be used to
describe interactions which go beyond the equilibrium,
Gaussian realms �3,4�.

The growing experimental evidence suggests that there is
a need to consider a more general type of noises than Gauss-
ian. The manifestation of a more general heavy-tailed fluc-
tuations has been observed in various situations ranging from
the description of the dynamics in plasmas, diffusion in the
energy space �5�, exciton and charge transport in polymers
under conformational motion �6� and incoherent atomic ra-
diation trapping �4,7,8� to the spectral analysis of paleocli-
matic �9,10� or economic data �11�, motion in optimal search
strategies among randomly distributed target sites �12,13�
�with some level of controversy �14��, fluorophore diffusion
as studied in photobleaching experiments �15�, two-
dimensional rotating flow �16�, and many others. The area of
applicability of Lévy stable noises is steadily growing over
time including noise-induced effects �17–22�, game theory
�23,24�, economics �25�, medicine �26�, epidemiology
�27,28�, ecology �29�, and many others �4�.

The presence of noise in physical systems underlines the
occurrence of noise-induced effects. Among noise-induced
effects manifesting constructive role of noises there are sto-
chastic resonance �30,31�, stochastic multiresonance
�32–34�, resonant activation �35,36�, stochastic synchroniza-

tion �37,38�, and noise-enhanced stability �39�. The presence
of a certain amount of noise is indispensable to observe the
abovementioned effects. Here, we focus on the examination
of the dynamical hysteresis and the stochastic resonance in a
system driven by time-dependent white Lévy noise.

II. METHODS AND RESULTS

Stochastic resonance is a noise-induced effect demonstrat-
ing the possibility of a signal amplification. In stochastic
resonance, the weak input signal due to the presence of a
stochastic component in the system dynamic is amplified and
consequently detectable. An analysis of the stochastic reso-
nance �30,31� is based on appropriate measures. These mea-
sures depend in a nonmonotonous way on the noise intensity
�30,31�. An increase in the noise intensity to a certain opti-
mal level improves the output signal quality as measured by
the signal-to-noise ratio �SNR�, spectral power amplification,
residence time distribution �40,41�, probability of a given
number of transitions per period of an external driving �42�,
or the dynamical hysteresis loop area �22,43,44�. Stochastic
resonance is a common effect manifesting the constructive
role of noises. Among others, stochastic resonance was ex-
perimentally observed in digital devices such as Schmitt trig-
gers �37�, ring lasers �45�, vertical cavity surface emitting
lasers �46�, or colloidal suspensions �47�. Biological systems
also display characteristic features of stochastic resonance
�48–52�.

The periodic modulation of a bistable potential, due to a
time delayed response of the system to the external stimulus,
results in the effect of the dynamical hysteresis �53,54�. The
hysteresis loop area is sensitive to the noise �19� and system
parameters �22,54–57� and can be used as a measure of the
stochastic resonance. Furthermore, it can be used as a quan-
tity measuring input-output synchronization �53,54,56�.

Contrary to traditional modeling of the stochastic reso-
nance, we demonstrate that a single-well fourth-order poten-
tial accompanied with time-dependent noise, more general
than Gaussian, is sufficient to produce stochastic resonance
�as measured by the hysteresis loop area�. Furthermore, we
show that the system response has a nonmonotonous depen-*bartek@th.if.uj.edu.pl
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dence not only as a function of a noise intensity but also as a
function of the stability index � describing a heavy-tail char-
acter of stable noise pulses. The nonmonotonous dependence
of the hysteresis loop area as a function of two noise param-
eters �scale parameter and stability index� makes the ob-
served stochastic resonance of the double type. The double
resonance, observed here, differs from the stochastic multi-
resonance �32,34� where a variation in a single parameter
leads to multiple maxima of a resonance quantifier.

The current researches extend earlier studies on the sto-
chastic resonance induced by �-stable noises �19,22� by lim-
iting the number of required assumptions. Traditionally, a
periodically modulated double-well potential provides the
model system for occurrence of the stochastic resonance. In
�22� the influence of �-stable noises on the stochastic reso-
nance in the periodically modulated double-well potential
was inspected. Here, it will be demonstrated that periodically
modulated double-well potential is not indispensable for the
occurrence of the stochastic resonance. In contrast to the
double-well potential, it is possible to find an alternative
minimalistic setup leading to the occurrence of the dynami-
cal hysteresis �19�. The �-stable noise with a periodically
modulated asymmetry parameter is sufficient to result in the
stochastic resonance �as measured by the hysteresis loop
area� in the single-well potential. The findings presented in
the following sections extend existing studies on the role of
Lévy flights in physical systems �17,18,20–22�.

A. Methods

The studied system is modeled by the overdamped Lange-
vin equation driven by a white Lévy noise

ẋ�t� = − V��x� + ��t� . �1�

��t� represents white Lévy noise and V�x� stands for the
fourth-order single-well potential

V�x� =
x4

4
. �2�

In the free case, i.e., V�x�=0, the Lévy noise leads to the
increments which are distributed according to a �-stable
density whose characteristic function ���k�
=�−�

� eikxl�,��x ;� ,��dx� for ��1 �1,2� is

��k� = exp�− ���k���1 − i� sgn�k�tan
��

2
	 + i�k
 , �3�

while for �=1 it is

��k� = exp�− ��k��1 + i�
2

�
sgn�k�ln�k�	 + i�k
 . �4�

Stable densities are characterized by four parameters: the sta-
bility index � ��� �0,2��, the asymmetry parameter � ��
� �−1,1��, the scale parameter � ��	0�, and the location
parameter � ���R�. The stability index � describes the
asymptotic behavior of stable densities, i.e., for a large x
stable densities are characterized by a power-law tail of
�x�−��+1� type. The asymmetry parameter � characterizes the
skewness of the distribution �1,2�, i.e.,

lim
x→�

Prob�X 	 x�
Prob��X� 	 x�

=
1 + �

2
. �5�

In particular, for �=0 stable densities are symmetric ones.
The location parameter � determines the location of the
modal value. Finally, � describes the overall distribution
width. The case �=2 with any value of � corresponds to the
Gaussian density. In such a case, � represents the mean
value and � stands for the standard deviation. Stable densi-
ties generalize the Gaussian distribution in the sense in
which the generalized central limit theorem generalizes the
standard central limit theorem �58�. Systems driven by white
�-stable noises reconstruct their Gaussian counterparts in the
limit of �=2. Figure 1 presents sample stable densities for
�=0.9 �left panel� and �=1.1 �right panel� with various
asymmetry parameters �.

The position of the Brownian particle subjected to addi-
tive white Lévy noise is calculated by direct integration of
Eq. �1� with respect to the �-stable measure �1,2,59–64�,

x�t + 
t� = x�t� − V�„x�t�…
t + �
t�1/�� , �6�

where � is distributed according to the �-stable Lévy-type
distribution l�,��� ;� ,�=0� whose representation �1,2� is
given by the characteristic function ��k� �see Eqs. �3� and
�4��.

The Langevin equation �1� describes the system’s evolu-
tion on the trajectory level. The fractional Fokker-Planck
equation �65–70� describes the evolution of the probability
density function. For ��1, the fractional Fokker-Planck
equation associated with the Langevin equation �1� has the
form �65–70�

�p�x,t�
�t

=
�

�x
�V��x,t� − ��p�x,t� + �� ��

� �x��
p�x,t�

+ ��� tan
��

2

�

�x

��−1

� �x��−1 p�x,t� . �7�

The fractional �space� Riesz-Weyl derivative �71� is under-
stood in the Fourier transform sense
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FIG. 1. Sample stable densities with �=0.9 �left panel� and
�=1.1 �right panel�. For �=0 distributions are symmetric and be-
come asymmetric for ��0. The support of the densities for the
fully asymmetric cases with �= �1 and ��1 �left panel� assumes
only negative values for �=−1 and only positive values for �=1.
Note the differences in the positions of the maxima for ��1 and
�	1.
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F� ��

� �x��
p�x,t�
 = − �k��p̂�k,t� . �8�

The fractional derivative is nonlocal in space which captures
the possibility of anomalously long jumps �see Eqs. �3� and
�4��.

The fourth-order potential is sufficient to produce
bounded stationary states �17,72,73�, i.e., states characterized
by the finite variance, even for asymmetric stable noises. For
��2, stationary states of the system described by Eq. �2�
�if exist� are not of the Boltzmann-Gibbs type and can be
multimodal. In particular, for �=1, the stationary state is
�17,72�

p�=1�x� =
1

��1 − x2 + x4�
. �9�

The nonzero asymmetry parameter � introduces asymmetry
to stationary states �73�. This asymmetry can be measured by
the ratio of the probability mass located at the left-hand side
of the origin pt�left�,

pt�left� = Prob�x�t� � 0� = 

−�

0

p�x,t�dx = 1 − pt�right� .

�10�

The measure defined in Eq. �10� can be calculated also in
time-dependent situations. For example, for the periodically
modulated asymmetry parameter,

� = �max sin 
t = �max sin�2�

T


t
 . �11�

The periodic modulation of the asymmetry parameter results
in the periodic modulation of the occupation fraction pt�left�.
This in turn leads to the occurrence of the resonant effect—
dynamical hysteresis. The strength of the effect can be char-
acterized by the hysteresis loop area

HL = 

t=0

t=2�/


pt�left�d�sin 
t� . �12�

In what follows, we study the dependence of the hysteresis
loop area �HL� on the noise and driving parameters �see Eqs.
�3� and �11��. Due to the very complex form of the fractional
Fokker-Planck equation �7�, our studies are solely based on
Eq. �1�. Equation �1� provides an efficient method of con-
structing solutions to Eq. �7� which avoids instabilities of a
numerical approximation to the fractional Fokker-Planck
equation �74�. The Langevin equation �1� can be easily ex-
tended to time-dependent situations and more complex
boundary conditions �63�.

B. Results

Traditionally, stochastic resonance is studied in periodi-
cally modulated double-well potentials as a function of the
noise intensity. Here, we study properties of the dynamical
hysteresis, which is the manifestation of the stochastic reso-
nance in the single-well fourth-order potential with the peri-
odically modulated asymmetry parameter � as a function of

the scale parameter �noise intensity� � and the stability index
�. The presence of the maximal area of a hysteresis loop
indicates the occurrence of the stochastic resonance in the
system at hand. Furthermore, the presented model provides a
minimalistic setup in comparison to the standard double-well
setup.

The hysteresis loop area is determined by two groups of
factors. The first group of factors is connected to the charac-
teristic features of noise pulses. This characteristic is con-
trolled by the value of the stability index � and the scale
parameter �. The second group of factors is connected to the
properties of periodic modulation of the asymmetry param-
eter �. Accordingly, the periodic modulation is characterized
by the strength of the asymmetry parameter modulation �max
and the driving period T
.

1. Role of the noise intensity and the stability index

Figure 2 presents the dependence of the hysteresis loop
area as a function of the scale parameter � and the stability
index � for �max=1 and T
=1 demonstrating its nonmonoto-
nous dependence on both parameters. Therefore, for a fixed
value of the stability index �, it is possible to find such a
value of the noise intensity � for which the area of the hys-
teresis loop is maximal. Analogously, for a fixed value of the
noise intensity �, it is possible to find such a value of the
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FIG. 2. �Color online� Area of the dynamical hysteresis loop HL
�see Eq. �12�� as a function of the stability index � and the scale
parameter �noise intensity� �. Lower panel presents interpolated
two-dimensional color map corresponding to the top panel �results
for �=1 are included only due to limitations of the graphic soft-
ware�. Equation �1� was numerically approximated with

t=10−3 and averaged over N=105 realizations. Other parameters
are �max=1 and T
=1 �see Eq. �11��.
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stability index � that maximizes the area of the hysteresis
loop. Consequently, the observed resonant effect is of the
double type.

The occurrence of hysteresis and nonmonotonous depen-
dence of the hysteresis loop area originates from properties
of stable densities. The nonzero noise asymmetry ���0�
introduces the asymmetry of stationary states. The sinusoidal
modulation of noise asymmetry periodically modulates the
fraction pt�left� of the probability mass located at one side of
the origin. For ��2, stable densities are skewed into the
direction determined by the sign of the asymmetry parameter
�see Fig. 1�. The size of asymmetry is controlled by the ab-
solute value of the asymmetry parameter � giving rise to the
strongest asymmetry for ���=1. The further increase in
asymmetry can be produced by the decrease in the stability
index �. For ��1, with ���=1, stable densities are totally
skewed, i.e., stable random variables take values smaller �for
�=−1� or larger �for �=1� than the location parameter �.
Such an extreme situation takes place only for ���=1 with
��1. Otherwise, distributions are still skewed but the sup-
port of stable densities is not restricted. Therefore, noise
pulses can be in any direction. The direction indicated by the
asymmetry parameter is favored over the opposite directions.

The size of noise pulses is determined by the scale param-
eter � and the stability index �. A decrease of the stability
index � or an increase of the scale parameter � increases the
jump length experienced by a test particle. The different
roles of the stability index � and the noise intensity � are
well visible for asymmetric noises when changes in � not
only make tails heavier but also change the shape of distri-
butions �see Fig. 1�. In contrast, the increase in the value of
the noise intensity � increases the overall width of the dis-
tribution, i.e., it acts in the analogous way to the increase in
temperature in systems driven by thermal noise �30,31�.

The area of the hysteresis loop depends in a nonmonoto-
nous way on the scale parameter �. In the limit of the scale
parameter �→0, the particle tends to be located at the origin
and the hysteresis is not observed. In the standard stochastic
resonance, for �→�, the chance of long jumps is large
enough to destroy the effect of the dynamical hysteresis.
Here, the situation is different. A large value of the scale
parameter � leads to the better input-output synchronization
�see Fig. 7� and consequently the area of the hysteresis loop
decreases. Nevertheless, like in the classical stochastic reso-
nance, there exists such an intermediate optimal value of the
noise for which the system’s response �measured by the hys-
teresis loop area� is maximal �see Fig. 3�.

The area of the hysteresis loop is not only a nonmonoto-
nous function of the noise intensity but also of the stability
index �, i.e., at the system at hand, double stochastic reso-
nance is observed. In the limit of small or large values of the
stability index �, i.e., �→0 or �→2, the area of the hyster-
esis loop tends to zero. For �→0, the decrease in the loop
area is the consequence of heavy tails of stable distributions,
i.e., for �→0, tails of stable distributions become heavier
and heavier. This in turn makes the test particle insensitive to
the periodic modulation. For �→2 with any value of the
asymmetry parameter �, stable densities tend to the Gaussian
distribution, which is intrinsically symmetric. Consequently,
the hysteresis loop vanishes due to effective disappearance of
periodic modulation �see Fig. 4�.

Figure 3 presents sample cross sections of Fig. 2 for given
values of the stability index �: �=0.9 �left panel� and �
=1.1 �right panel� along with sample hysteresis loops. The
top panel presents sample hysteresis loops for various values
of noise intensity: �= �0.7,1.1,1.6,7.0� with �=0.9 �top left
panel� and �=1.1 �top right panel�. The bottom panel pre-
sents the dependence of the hysteresis loop area as a function
of the noise intensity � for �=0.9 �bottom left panel� and
�=1.1 �bottom right panel�.

Figure 4 presents sample cross sections of Fig. 2 for given
values of the noise intensity �: �=�5 �left panel� and
�=�20 �right panel� along with sample hysteresis loops. The
top panel presents sample hysteresis loops for various values
of stability index: �= �0.5,0.9,1.1,1.5� with �=�5 �top left
panel� and �=�20 �top right panel�. The bottom panel pre-
sents the dependence of the hysteresis loop area on the sta-
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FIG. 3. �Color online� Sample hysteresis loops for
�= �0.7,1.1,1.6,7.0� with �=0.9 �left top panel� and �=1.1 �right
top panel�. Dependence of the hysteresis loop area on the scale
parameter �noise intensity� � for �=0.9 �left bottom panel� and
�=1.1 �right bottom panel�. Simulation details as in Fig. 2.
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FIG. 4. �Color online� Sample hysteresis loops for
�= �0.5,0.9,1.1,1.5� with �=�5 �left top panel� and �=�20 �right
top panel�. Dependence of the hysteresis loop area on the stability
index � for �=�5 �left bottom panel� and �=�20 �right bottom
panel�. Simulation details as in Fig. 2.
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bility index � for �=�5 �bottom left panel� and �=�20 �bot-
tom right panel�.

The hysteresis loops visible in the top panels of Figs. 3
and 4 change their directions from clockwise ���1� to an-
ticlockwise ��	1�. This phenomenon originates in proper-
ties of stable densities �see Fig. 1�. On one hand, the sign of
the asymmetry parameters indicates which tail of the stable
distribution is heavier. On the other hand, for ��1, stable
densities can be one sided. These two properties determine
the position of the modal value. More precisely, for ��1 the
modal value for �=−1 is located at the left-hand side of the
origin, while for �	1 it is located at the opposite side of the
origin. The interchange of locations of modal values of stable
densities with the increase in the stability index � from val-
ues smaller than 1 to values larger than 1 is responsible for
the change in the directions of hysteresis loops �see Figs. 1,
3, and 4�.

2. Role of the driving period and the asymmetry strength

The dynamical hysteresis occurs as a consequence of the
delay in the system response to the external perturbation. On
one hand, the increase in the period of modulation provides a
test particle with a longer time to adapt to an updated set of
noise parameters. Therefore, the increase in the period of
modulation leads to the decrease in the hysteresis loop area.
On the other hand, in the limit of very fast driving 
 the test
particle feels the average value of the noise asymmetry �,
i.e., effectively the driving noise is symmetric. Therefore, the
area of the hysteresis loops tends to zero in the limit of fast
driving. Consequently, as in the standard stochastic reso-
nance, the area of the hysteresis loop depends in the nonmo-
notonous way on the value of the driving period T
 �see Fig.
5�. For larger values of the scale parameter �, the maximum
of the hysteresis loop area is observed at smaller values of
the driving period T
 �see Fig. 5�.

The different effect has the decrease in the modulation
strength, i.e., �max. With the decrease in �max the decrease in

the hysteresis loop area is observed. This effect originates as
a consequence of the fact that smaller �max decreases the
asymmetry of the external driving �results not shown�.

3. Other measures of stochastic resonance

Traditionally, stochastic resonance is quantified by the
signal-to-noise ratio, spectral power amplification, or peri-
odic response �40,41�. However, studies performed here are
based on the inspection of the dynamical hysteresis loop area
�22,43,44,57�. Furthermore, the underlying process x�t�
�evolving in time according to Eq. �1�� is transformed to a
two-state process by means of digital filtering �see Eq. �10��
and a further analysis examines the resulting two-state pro-
cess. These two assumptions put some constraints on re-
corded findings.

Figure 6 presents signal-to-noise ratio curves correspond-
ing to the hysteresis loop areas depicted in Fig. 4. From the
signal-to-noise ratio curve, it is possible to find the optimal
value of the stability index � corresponding to the maximal
value of this quantifier. Both the hysteresis loop area and the
signal-to-noise ratio indicate the same value of the optimal
stability index �. Furthermore, in the middle panel of Fig. 7
pt�left� corresponding to the signal-to-noise ratio is depicted,
which indicates a nonmonotonous dependence of pt�left�
“amplitude” as a function of the stability index �. The non-
monotonous dependence of pt�left� amplitude is captured by
a nonmonotonous dependence of the hysteresis loop area
�see Fig. 4� and the signal-to-noise ratio �see Fig. 6� as a
function of the stability index �.

The signal-to-noise ratio as a function of the scale param-
eter � or the driving period T
 does not behave in a nonmo-
notonous �rise and fall� way �results not shown�. This can be
deducted from the top and bottom panels of Fig. 7. The in-
crease in the scale parameter � or the driving period T
 leads
to a better input-output synchronization. As a consequence,
on one hand, the phase shift between the input signal and the
system’s response decreases, leading to a small hysteresis
loop area �see Figs. 3 and 5�. On the other hand, a better
input-output synchronization leads to a larger value of the
signal-to-noise ratio. Consequently, the signal-to-noise ratio
is an increasing �smooth� function of the scale parameter �
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and increasing �fluctuating� function of the driving period
T
. Summarizing, other measures of the stochastic resonance
�signal-to-noise ratio and spectral power amplification� could
behave in a different manner than the hysteresis loop area,
which indicates that special care is required in the inspection
of the stochastic resonance.

III. SUMMARY AND CONCLUSIONS

Systems perturbed by white Lévy noises display a richer
behavior than systems driven by white Gaussian noise. In

particular, double stochastic resonance �as measured by the
hysteresis loop area� can be observed in a single-well poten-
tial perturbed by Lévy stable noises without explicit external
driving. Contrary to the standard studies of stochastic reso-
nance, both the double-well potential and the external driv-
ing can be replaced with a periodic modulation of the asym-
metry parameter characterizing a stable driving. A periodic
modulation of the asymmetry parameter of the stable driving
can mimic the presence of double-well potential and external
periodic driving due to its nonequilibrium character. Quali-
tatively, the periodic modulation of the asymmetry parameter
results in a periodic modulation of the effective potential,
i.e., Veff�x��−ln p�x�, where p�x� represents stationary den-
sity produced by the stable driving. This in turn lead to the
occurrence of the dynamical hysteresis—the noise-induced
effect manifesting the onset of the stochastic resonance.

Inspection of the hysteresis loop area confirms the double
character of the observed stochastic resonance. In other
words, the nonmonotonous dependence of the hysteresis
loop area is observed both as a function of the scale param-
eter �noise intensity� and the stability index. More precisely,
for a fixed value of the noise intensity, it is possible to find
such a value of the stability index that maximizes the hyster-
esis loop area. Analogously, the same result can be achieved
by fixing the stability index and varying the noise intensity.
The effect of stochastic resonance disappears in the limit of
zero noise intensity, extreme values of the stability index
��→0 or �→2�, or extreme values of the periodic modula-
tion �T
→0 or T
→��. Furthermore, as in the classical
stochastic resonance, the increase in the noise intensity
weakens the effect measured by the hysteresis loop area.
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